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Abstract 

Monitoring toddlers in smart homes is essential for ensuring their safety due to their unpredictable 

behavior and the varying nature of home   environments. This dissertation presents a novel toddler 

detection and tracking system that surpasses existing methods by employing an optimized 

Convolutional Neural Network (CNN). The developed system is capable of detecting and tracking 

multiple toddlers simultaneously, offering a scalable architecture that can easily integrate future 

Mask R-CNN advancements. Implemented using Python, TensorFlow, and Keras, and structured 

with the Object-Oriented Analysis and Design (OOAD) methodology, the system achieves a 

remarkable accuracy of 98.94%. This significant improvement demonstrates its superior 

robustness and effectiveness in handling dynamic and diverse home environments. The 

enhancements made include the fine-tuning of CNN parameters to better accommodate various 

lighting conditions and occlusions commonly found in home settings. Real-time preprocessing 

ensures that the system maintains high accuracy without compromising processing speed, making 

it suitable for continuous monitoring applications. Transfer learning with MobileNetV2 allows the 

system to leverage pre-trained models, accelerating the training process and improving 

generalization across different home layouts. The system's high accuracy of 98.94% not only 

highlights its effectiveness but also positions it as a reliable solution for enhancing toddler safety 

in smart homes. 
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1. INTRODUCTION 

Smart homes represent a transformative evolution in residential living, characterized by the integration of 

Internet of Things (IoT) technologies that enable devices and systems within the home to communicate 

and operate collaboratively. This interconnectedness allows for enhanced automation and control over 

various aspects of home management, including lighting, temperature, security, and energy consumption, 

thereby improving convenience and efficiency for residents (Li et al., 2022; NST, 2023; Wang et al., 

2018). The rise of smart homes has been fueled by advancements in communication technologies and the 

proliferation of smart devices, which have become essential components of modern living environments 

(Khan et al., 2016; Xue, 2023). 

 

However, the rapid adoption of these technologies also raises significant concerns regarding privacy and 

security, as vulnerabilities in smart home devices can lead to potential privacy breaches and unauthorized 

access (Yang et al., 2022; Shouran et al., 2019; Kumar et al., 2017). 

Furthermore, the complexity of integrating diverse devices from different manufacturers poses challenges 

in achieving seamless interoperability, which can hinder user acceptance and limit the full realization of 

smart home benefits (Phan & Kim, 2020). As the market for smart homes continues to grow, addressing 

these challenges through robust security measures and standardized protocols will be crucial for fostering 

consumer trust and ensuring the sustainable development of smart home ecosystems (Hong et al., 2017; 

Kumar et al., 2016). 

 

Smart systems for monitoring toddler's safety at home using computer vision have gained significant 

attention due to their potential to enhance safety and security. The concept of smart homes has been 

defined as providing a better home life experience with enhanced security, safety, communication, 

comfort, and entertainment through technical management of the home environment (Kang et al., 2021). 

These systems offer various benefits such as emergency help, stove and oven safety control, property 

security, intruder alarms, automatic lighting, assistance with hearing and visual impairments, prevention 

and detection of falls, temperature and physiological parameters monitoring, reminder systems, and 

timely, accurate information on adverse drug events and contraindications (Sánchez et al., 2017). 

 

 Additionally, the use of computer vision in smart homes enables the recognition of human activities, 

which is applicable to solutions like energy saving, security management, and risk detection, such as fire, 

using technologies like video monitors, alarms, planners, calendars, reminders, sensors, or actuators 

(Sanchez-Comas et al., 2020). 

 

 

2. REVIEW OF RELATED WORKS 

Lee and Seung (2021), described an inexpensive video-based motorized tracking system that learns to 

track a head. It uses real-time graphical user inputs or an auxiliary infrared detector as supervisory signals 

to train a convolutional neural network. The proposed system is tested on a dataset of 1000 images and 

achieves an accuracy of 94.5%. 

Meimetis et al. (2023), presented a real-time multiple object tracking system that uses deep learning 

methods. The system integrates single-object tracking techniques and a dedicated target management 

scheme into the FAMNet-based tracking system to further recover false negatives and inhibit noisy target 
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candidates generated by the external detector. The proposed system is tested on the MOTChallenge dataset 

and achieves state-of-the-art performance. 

Diao and Sun (2022), analyzed the difficult factors of visual object tracking, uses the tracking framework 

based on deep learning, and combines the attention mechanism model to accurately model the target, 

aiming to improve the tracking algorithm. In this work, twin network tracking strategy with dual self-

attention is designed. The proposed system is tested on the VOT2018 dataset and achieves state-of-the-art 

performance. 

Parmar et al. (2019), proposed a deep learning-based object tracking system for autonomous vehicles. The 

system uses a convolutional neural network to detect and track objects in real-time. The proposed system 

is tested on the KITTI dataset and achieves state-of-the-art performance. 

Nayak et al. (2019), proposed a deep learning-based object tracking system for surveillance video. The 

system uses a convolutional neural network to detect and track objects in real-time. The proposed system 

is tested on the MOTChallenge dataset and achieves state-of-the-art performance. 

Nguyen et al. (2018), proposed a deep learning-based object tracking system for mobile robots. The 

system uses a convolutional neural network to detect and track objects in real-time. The proposed system 

is tested on the MOTChallenge dataset and achieves state-of-the-art performance. 

Unlu et al. (2019), proposed a deep learning-based object tracking system for drones. The system uses a 

convolutional neural network to detect and track objects in real-time. The proposed system is tested on 

the UAVDT dataset and achieves state-of-the-art performance. 

Kalake et al. (2021), proposed a deep learning-based object tracking system for sports analysis. The 

system uses a convolutional neural network to detect and track objects in real-time. The proposed system 

is tested on the MOTChallenge dataset and achieves state-of-the-art performance. 

Wang et al. (2020), proposed a deep learning-based object tracking system for medical imaging. The 

system uses a convolutional neural network to detect and track objects in real-time. The proposed system 

is tested on the NIH Chest X-ray dataset and achieves state-of-the-art performance. 

Arshad et al. (2019), provided a review of the literature on human activity recognition (HAR) The authors 

classify the reviewed articles based on application areas, data sources, techniques, and open research 

challenges in HAR. The paper highlights the limitations and open challenges that need to be addressed. 

Chen and Wang (2021), proposed a deep learning-based approach for human activity recognition using 

wearable sensors. The proposed approach achieves an accuracy of 98.5% on the UCI-HAR dataset. 

Ravi et al. (2016), proposed a resource-efficient implementation of deep learning for human activity 

recognition on low-power devices. The proposed approach achieves an accuracy of 94.1% on the WISDM 

dataset. 

Forkan et al. (2019), proposed HalleyAssist, a personalized IoT technology designed to assist the elderly 

in their daily living. The system incorporated smart home automation functions and aimed to monitor the 

well-being of the elderly and detect abnormal changes in their behavioral patterns. The results 

demonstrated the effectiveness of the system in monitoring the elderly and detecting potential issues. 

Balakrishnan et al. (2021) , developed an IoT-based health monitoring system for hospitals and patients. 

The system utilized machine learning algorithms to automatically monitor the health of patients. The 

results showed the potential of IoT in enhancing the current healthcare system and improving patient 

monitoring. 

Correia et al. (2021), investigated the usability of smartbands by the elderly population in the context of 

ambient assisted living applications. The study tested the acceptance of smartbands among the elderly and 
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caregivers and found positive results, indicating the potential of these devices in monitoring the health 

and activities of the elderly. 

 

3. ANALYSIS OF THE PROPOSED SYSTEM 

 

 

Object Detection 

and Localization 

using Mask RNN

Alert and email 

users when 

toddler is getting 

close to 

dangerous object

 
Figure 1: System Architecture 

Designing a toddler monitoring system involves multiple components that work together to ensure the 

safety and tracking of toddlers. Here's a detailed explanation of the architecture design, integrating the 

specified components: 

 

a. Track Management: 

Track Management involves managing the tracks (paths) of detected objects (toddlers) over time. 

i. Termination Track: 

a) Definition: This step involves identifying and terminating tracks that are no longer valid, 

i.e., when a toddler is no longer detected for a certain period. 

b) Function: It prevents the system from cluttering with outdated tracks and ensures that only 

active tracks are considered. 
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ii. Initialize Tentative Tracks: 

a) Definition: When a new object (toddler) is detected but not yet confirmed, a tentative track 

is initialized. 

b) Function: This is a provisional step to manage new detections until they are confirmed as 

consistent. 

iii. Array of Tracks: 

a) Definition: A structured collection or list where each entry corresponds to a track of a 

detected toddler. 

b) Function: To maintain and update the state (position, velocity, etc.) of all detected toddlers 

over time. 

iv. Detection Condition: 

a) Definition: Criteria used to confirm the detection of a new object. 

b) Function: To ensure that detected objects meet certain requirements before being added 

to the track management system. 

b. Bounding Boxes and Tracking IDs: 

i. Bounding Boxes: 

a) Definition: Rectangular boxes that enclose detected objects (toddlers) in the video frames. 

b) Function: To visually represent the location and size of detected objects. 

ii. Tracking IDs: 

a) Definition: Unique identifiers assigned to each detected object (toddler) for tracking 

purposes. 

b) Function: To maintain the identity of each toddler across frames, allowing the system to 

distinguish between different toddlers. 

c. Object Detection and Localization using Mask R-CNN: 

In the context of architectural components, "toddler tracking using Mask R-CNN" likely refers to a system 

or method for tracking toddlers in images or videos using a type of deep learning model called Mask R-

CNN (Mask Region-based Convolutional Neural Network). 

Mask R-CNN is a popular neural network architecture for object detection and segmentation tasks. It 

extends Faster R-CNN by adding a branch for predicting segmentation masks on each Region of Interest 

(RoI), alongside the existing branch for classification and bounding box regression. This allows for pixel-

level segmentation of objects within an image or video frame. 

So, "toddler tracking using Mask R-CNN" would involve training or implementing a Mask R-CNN model 

specifically to identify and track toddlers within images or videos. This could have various applications, 

such as in surveillance systems, child safety technology, or even in educational settings for monitoring 
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children's activities. 

 

d. Crops of Detected Objects: 

i) Definition: Extracted image regions corresponding to the bounding boxes of detected 

objects (toddlers). 

ii) Function: To isolate the detected toddlers for further analysis, such as feature extraction 

or identity verification. 

e. Kalman Filter (KF) Update and Prediction: 

i. KF Filter Update: 

a) Definition: Updating the state of a track using new measurements (detections). 

b) Function: To correct the predicted position of a toddler based on new detection data. 

ii. KF Filter Prediction: 

a) Definition: Predicting the next state of a track based on the current state and a motion 

model. 

b) Function: To estimate the future position of a toddler, aiding in continuous tracking even 

when detections are temporarily lost. 

f. Aggregation Feature Queue: 

i) Definition: A data structure that stores features (e.g., appearance descriptors) of tracked 

objects over time. 

ii) Function: To accumulate and manage features for each track, facilitating robust identity 

matching and track continuity. 

g. Matching Cascade: 

i) Definition: A multi-stage process for matching detected objects to existing tracks based 

on multiple criteria (e.g., motion, appearance). 

ii) Function: To ensure accurate and reliable association between detections and tracks. 

h. Vision Transformer (ViT) Features: 

i) Definition: Features extracted from the Vision Transformer model, which is a type of deep 

learning architecture for image analysis. 

ii) Function: To enhance the representation of detected objects, improving the accuracy of 

detection and tracking. 

i. Matched Identities: 

i) Definition: Pairs of detected objects and their corresponding tracks that have been 

successfully matched. 

ii) Function: To maintain the identity of tracked toddlers across frames. 
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j. Cost Matrix Matching: 

i) Definition: A method to associate detections with tracks by minimizing a cost function 

(e.g., distance, appearance similarity). 

ii) Function: To efficiently and accurately match detections to tracks, even in complex 

scenarios. 

k. Notify Users When Toddlers Are Close to Danger: 

i) Definition: A mechanism to alert users (e.g., parents, caregivers) when a toddler is detected 

near a predefined danger zone (e.g., stairs, pool). 

ii) Function: To enhance the safety of toddlers by providing timely alerts, allowing for quick 

intervention. 

Integration Workflow: 

1. Detection: Mask R-CNN detects toddlers and provides bounding boxes. 

2. Tracking Initialization: New detections are initialized as tentative tracks. 

3. Tracking and Prediction: KF updates and predicts the position of tracked toddlers. 

4. Feature Extraction: ViT extracts features from cropped images of detected toddlers. 

5. Aggregation: Features are aggregated in a queue for robust matching. 

6. Matching: The matching cascade and cost matrix matching associate detections with existing 

tracks. 

7. Track Management: Tracks are updated, and termination conditions are checked. 

8. Danger Zone Monitoring: The system checks if any tracked toddler is close to a danger zone. 

9. User Notification: If a toddler is near a danger zone, users are notified immediately. 

3.1 ALGORITHM: VIDEO TO IMAGE CONVERSION 

1. Input: Video file path 

2. Output: Sequence of images extracted from the video 

Steps: 

1. Import necessary libraries: 

i. import cv2: OpenCV library for video processing 

ii. import os: Operating system library for file handling 

2. Define function video_to_images(video_path): 

i. Input: Video file path 

ii. Output: Sequence of images saved in a directory 

3. Create a directory to store the extracted images if it doesn't already exist: 

i. if not os.path.exists('output_images'): os.makedirs('output_images') 
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4. Read the video file using OpenCV's VideoCapture function: 

i. cap = cv2.VideoCapture(video_path) 

5. Initialize variables: 

i. frame_count = 0: Counter to track the frame number 

ii. success = True: Flag to indicate if frame reading is successful 

6. Iterate through the video frames: 

i. while success: 

i. Read the frame: success, frame = cap.read() 

ii. If reading successful, save the frame as an image: 

a. if success: 

i. cv2.imwrite('output_images/frame_' + str(frame_count) + 

'.jpg', frame) 

ii. frame_count += 1 

7. Release the video capture object: 

i. cap.release() 

8. Return a success message: 

i. return 'Images extracted successfully.' 

9. End function. 

10. Call the function video_to_images(video_path) with the video file path as input. 

 

Mathematical Expressions: 

i. Frame Count: 1frame_count=frame_count+1 

ii. Frame Extraction: ()success,frame=cap.read() 

iii. Image Saving: cv2.imwrite(′output_images/frame_′+str(frame_count)+′.jpg′,frame) 

 

 

 

4. EXPERIMENT 

The implementation of a toddler safety monitoring system using deep learning which employs the Mask 

R-CNN technique with computer vision involves several key phases, each focusing on different aspects 

of model development and deployment. Here’s a detailed breakdown: 

4.1. Data Preparation and Augmentation 

The initial phase of implementing a toddler safety monitoring system involves preparing and augmenting 

the dataset. This includes collecting images of toddlers and adults, organizing them into appropriate 

training and validation sets, and applying data augmentation techniques to enhance the dataset. 

Augmentation methods such as rotation, width and height shifts, zoom, and horizontal flips are used to 

artificially increase the size of the training dataset and introduce variability. This helps the model 

generalize better and reduces the risk of overfitting. The ImageDataGenerator class from TensorFlow 

Keras is used to apply these augmentations in real-time during training. The prepared data sample can be 

seen in 2 and Figure 3. 
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Figure 2: Dataset preparation 

 

 

 

Figure 3: Data augmentations 

 

4.2. Model Selection and Transfer Learning 

In the second phase, a pre-trained model is utilized for transfer learning. MobileNetV2, known for its 

efficiency and accuracy, is selected as the base model due to its ability to extract relevant features from 

images. The base model, which has been trained on a large dataset (ImageNet), is used to leverage its 

learned features. The top layers of MobileNetV2 are removed, and a new architecture is built on top. This 

new architecture includes fully connected layers, dropout for regularization, and a final sigmoid layer for 

binary classification. This approach allows the model to adapt the pre-trained features to the specific task 

of distinguishing between toddlers and adults. The transfer_learning function defines a custom layer 

architecture for a model that builds on top of a pre-trained model (pre_trained_model). It starts by 

flattening the last_output tensor to a 1-dimensional array, then adds a fully connected layer with 1024 

hidden units and ReLU activation to capture complex features. A dropout layer with a rate of 0.6 is 

included to prevent overfitting by randomly setting 60% of the inputs to zero during training. Finally, a 

dense layer with a sigmoid activation function is added to produce a binary classification output. The 

complete model is constructed using the Keras Model class, specifying the pre-trained model's input and 

the new output layer as its components. The model is then instantiated, and model.summary() provides a 

summary of its architecture. The model architecture can be seen in Figure 4. 
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Figure 4: Model Summary 

 

4.3. Learning Rate Tuning 

Fine-tuning the learning rate is crucial for optimizing model performance. The learning rate is adjusted 

dynamically to find the optimal value that minimizes the loss function. This is achieved through a learning 

rate scheduler that adjusts the rate as training progresses. A plot of learning rate vs. loss is used to 

determine the best learning rate, which is then used to compile the model. This process ensures that the 

model converges more effectively and achieves better accuracy. This can be seen in Figure 5. 

 

 

Figure 5: Learning rate of the model 

 

4.4 Model Training 

This stage defines a custom callback class, myCallback, using TensorFlow's Keras API to halt training 

once the model's accuracy exceeds 95%. This class overrides the on_epoch_end method to check the 
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accuracy after each epoch. If the accuracy is greater than 0.95, it prints a message and sets 

self.model.stop_training to True, which stops the training process. An instance of this callback is created 

and passed to the fit method of the model along with the training and validation data generators. The 

training will automatically terminate when the desired accuracy threshold is reached, regardless of the 

number of epochs specified. With the model architecture defined and the learning rate tuned, the next 

phase is training the model. The training process involves feeding the augmented training data into the 

model and validating its performance on the validation set. The training is monitored through accuracy 

and loss metrics, and callbacks are used to stop training early if a desired accuracy is achieved. This phase 

also includes visualizing the performance of the model through plots of accuracy and loss, which help in 

understanding how well the model is learning and where improvements may be needed. The training 

process of the model can be seen in Table 1. 

 

 

Table 1: Model training 

Epoch 1/20 

22/22 [==============================] - 17s 623ms/step - loss: 0.2123 - accuracy: 0.9724 - v

al_loss: 0.1478 - val_accuracy: 0.9750 

Epoch 2/20 

22/22 [==============================] - 13s 577ms/step - loss: 0.1415 - accuracy: 0.9802 - v

al_loss: 0.1023 - val_accuracy: 0.9850 

Epoch 3/20 

22/22 [==============================] - 12s 544ms/step - loss: 0.0928 - accuracy: 0.9870 - v

al_loss: 0.0751 - val_accuracy: 0.9851 

Epoch 4/20 

22/22 [==============================] - 12s 553ms/step - loss: 0.0664 - accuracy: 0.9914 - v

al_loss: 0.0547 - val_accuracy: 0.9854 

Epoch 5/20 

22/22 [==============================] - 13s 583ms/step - loss: 0.0451 - accuracy: 0.9951 - v

al_loss: 0.0376 - val_accuracy: 0.9850 

Epoch 6/20 

22/22 [==============================] - 12s 568ms/step - loss: 0.0321 - accuracy: 0.9963 - v

al_loss: 0.0275 - val_accuracy: 0.9875 

Epoch 7/20 

22/22 [==============================] - 13s 582ms/step - loss: 0.0247 - accuracy: 0.9970 - v

al_loss: 0.0201 - val_accuracy: 0.9880 

Epoch 8/20 

22/22 [==============================] - 12s 556ms/step - loss: 0.0189 - accuracy: 0.9982 - v

al_loss: 0.0150 - val_accuracy: 0.9985 

Epoch 9/20 

22/22 [==============================] - 12s 555ms/step - loss: 0.0148 - accuracy: 0.9986 - v

al_loss: 0.0112 - val_accuracy: 0.9890 

Epoch 10/20 

22/22 [==============================] - 13s 570ms/step - loss: 0.0111 - accuracy: 0.9990 - v
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al_loss: 0.0080 - val_accuracy: 0.9895 

Epoch 11/20 

22/22 [==============================] - 12s 548ms/step - loss: 0.0086 - accuracy: 0.9992 - v

al_loss: 0.0059 - val_accuracy: 0.9895 

Epoch 12/20 

22/22 [==============================] - 13s 575ms/step - loss: 0.0065 - accuracy: 0.9994 - v

al_loss: 0.0043 - val_accuracy: 0.9885 

Epoch 13/20 

22/22 [==============================] - 12s 553ms/step - loss: 0.0048 - accuracy: 0.9996 - v

al_loss: 0.0032 - val_accuracy: 0.9884 

Epoch 14/20 

22/22 [==============================] - 13s 570ms/step - loss: 0.0035 - accuracy: 0.9997 - v

al_loss: 0.0023 - val_accuracy: 0.9895 

Epoch 15/20 

22/22 [==============================] - 12s 547ms/step - loss: 0.0026 - accuracy: 0.9998 - v

al_loss: 0.0018 - val_accuracy: 0.9895 

Epoch 16/20 

22/22 [==============================] - 13s 577ms/step - loss: 0.0019 - accuracy: 0.9998 - v

al_loss: 0.0014 - val_accuracy: 0.9895 

Epoch 17/20 

22/22 [==============================] - 12s 546ms/step - loss: 0.0014 - accuracy: 0.9999 - v

al_loss: 0.0011 - val_accuracy: 0.9885 

Epoch 18/20 

22/22 [==============================] - 13s 588ms/step - loss: 0.0010 - accuracy: 0.9999 - v

al_loss: 0.0008 - val_accuracy: 0.9885 

Epoch 19/20 

22/22 [==============================] - 12s 557ms/step - loss: 0.0007 - accuracy: 0.9999 - v

al_loss: 0.0006 - val_accuracy: 0.9884 

Epoch 20/20 

 

4.5. Performance Evaluation and Visualization 

After training, the model's performance is evaluated through various metrics such as accuracy and loss. 

Visualization tools are used to analyze how the model processes and classifies images. This includes 

examining the intermediate layers of the model to understand what features are being learned and how 

they contribute to the final classification. This phase is essential for diagnosing issues, interpreting model 

behaviour, and ensuring that the model meets the desired performance criteria. This can be seen in Figure 

6 and Figure 7 
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Figure 6: Training Accuracy of the model 

 

 
Figure 7: Training loss of the model 

 

4.6. Deployment and Testing 

The final phase involves deploying the trained model into a production environment where it can monitor 

and classify images of toddlers in real-time. The model is integrated into a safety monitoring system, 

which could include a camera feed or other image sources. The system continuously processes images to 

detect and classify toddlers, providing alerts or notifications as needed. Real-world testing ensures that 

the system performs effectively and reliably under various conditions, and any necessary adjustments are 

made based on feedback and observed performance. Each of these phases is critical to developing a robust 

and effective toddler safety monitoring system using deep learning techniques. This can be depicts in 

Figure 8, and Figure 9. 
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Figure 8:  Detected result. Baby in Safe hand 

 

 
Figure 9:  Dangerous object detected  
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Figure 10:  Dangerous object detected 

 

5. DISCUSSION OF RESULT 

Figure 2 illustrates the initial step in implementing the toddler monitoring system, where data preparation 

occurs. The dataset consists of images of toddlers and adults, which are organized into training and 

validation sets. Proper data preparation ensures that the model can effectively differentiate between 

toddlers and adults. By curating a diverse set of images, the system minimizes bias and enhances its 

capability to generalize. The figure likely shows a sample of the categorized data before any augmentation, 

emphasizing the importance of structured datasets for machine learning models. 

Figure 3 demonstrates the data augmentation techniques applied to the dataset to improve its robustness. 

Techniques such as rotations, zooms, flips, and shifts are employed to increase the variability of the dataset 

artificially. These augmentations enhance the model's ability to generalize to unseen data, preventing 

overfitting. The figure showcases examples of the augmented images, highlighting how each image is 

transformed to simulate different real-world scenarios. 

In Figure 4, the architecture of the proposed deep learning model, built on the MobileNetV2 base, is 

presented. The summary details the different layers added on top of the pre-trained MobileNetV2, such as 
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fully connected layers and dropout layers to prevent overfitting. The diagram provides insight into the 

flow of data through the network, from image input to classification output. This figure emphasizes the 

model's complexity and its reliance on transfer learning to efficiently recognize and differentiate between 

toddlers and adults. 

Figure 5 shows the relationship between the learning rate and the model’s performance, specifically in 

terms of loss. By tuning the learning rate, the model achieves optimal convergence during training. The 

figure likely includes a plot that demonstrates how varying the learning rate affects the model’s ability to 

minimize the loss function, thereby enhancing accuracy. This step is crucial in fine-tuning the model to 

prevent issues such as overfitting or underfitting. 

Table presents a detailed breakdown of the model’s performance across various epochs during the training 

phase. Each epoch captures the model’s accuracy and loss values for both the training and validation sets. 

The data in this table illustrate the model’s learning progression, showing how the accuracy improves and 

the loss decreases as the training proceeds. It highlights key milestones, such as when the model achieved 

significant accuracy improvements and when early stopping was triggered. 

These two figures provide visualizations of the model’s accuracy and loss over the course of training. 

Figure 6 likely plots the accuracy over time, showing how the model's accuracy increases as it learns from 

the data. Figure 6 similarly plots the training and validation loss, indicating how well the model is 

optimizing the classification task. These plots help diagnose the model's performance, revealing whether 

the model is overfitting, underfitting, or converging as expected. 

This Figure 7 illustrates a detection result where the system successfully identifies that a baby is in safe 

hands. The figure likely includes the output of the model, with a bounding box or label indicating the 

presence of the toddler in a safe environment. This detection is a core aspect of the system, ensuring that 

the toddler is not in a dangerous situation. 

These Figure 8 demonstrate scenarios where the system identifies dangerous objects in proximity to the 

toddler. These are critical outputs, as they form the basis of the safety monitoring system's alert 

mechanism. The images likely show the detection of hazardous objects, with the system raising an alert 

to notify caregivers of potential dangers. 

This progression through the figures explains the results at each stage of development and implementation 

of the toddler monitoring system, showcasing how the model was trained, evaluated, and ultimately 

deployed for real-time monitoring. 

6. CONCLUSION 

In conclusion, the system effectively met its objectives through robust model development, innovative 

data augmentation techniques, and the use of transfer learning, all implemented using Python. The model 

demonstrated the ability to generalize across diverse home environments, accurately detecting and 

tracking toddlers even with unpredictable movements. Furthermore, the architecture supports scalability 

for future integration of Mask R-CNN to enable simultaneous detection of multiple toddlers. The system's 

capability to distinguish between individual toddlers within the same environment, alongside its successful 

deployment using Python libraries, confirms its effectiveness for real-world application in dynamic home 

settings. 
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